
What	is	MAST-ML?

MAST-ML	is	an	open-source	Python	package	designed	to	broaden	and	
accelerate	the	use	of	machine	learning	in	materials	science	research

MAST-ML:
• Leverages	canonical	machine	learning	packages	(e.g.	scikit-learn)	to	enable	

the	easy	construction	and	execution	of	general	machine	learning	analysis	
pipelines	

• Codifies	best	practices	of	in-depth	statistical	analysis	on	user-defined	model	
assessment	tests	(e.g.	leave	out	group	CV)

• Enables	data-driven	materials	research	on	a	faster	scale	by	automating	
execution	and	assessment	of	analysis	pipelines,	particularly	for	non-experts



MAST-ML	scope	and	capabilities

• The	focus	of	MAST-ML	is	currently	on	supervised	learning	
problems,	with	emphasis	on	its	application	to	materials	
research	problems

• MAST-ML	supports	the	full	library	of	scikit-learn	modules,	
and	is	currently	being	extended	to	support	tensorflow with	
Keras

• MAST-ML	allows	for	the	simultaneous	execution	of	an	
arbitrary	combination	of	data	preprocessing,	feature	
generation/selection,	model	types	and	model	evaluation	
metrics

• MAST-ML	is	publicly	available	on	GitHub	
(https://github.com/uw-cmg/MAST-ML)	(pull/download	
master	branch)	
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MAST-ML	sample	input
General	setup:	names	of	input	and	target	
features,	which	feature	to	predict	on,	etc.

Method	to	normalize	features

How	to	split	up	data	for	testing,	e.g.	full	fit	
(“NoSplit”),	random	CV,	leave	out	group

Which	models	to	test	on	and	their	
associated	parameters.	Note	that	all	model	
and	parameter	names	are	the	same	as	in	

scikit-learn!

Plotting	controls:	decide	what	is	output



Running	MAST-ML

(1)	Navigate	to	
your	main	MAST-
ML	directory:

(2)	In	your	terminal	or	IDE,	run	the	command	
(one	line):
python3	-m	mastml.mastml_driver
tests/conf/example_input.conf
tests/csv/example_data.csv
-o	results/example_results

(3)	If	it’s	working,	you’ll	start	seeing	output	on	
your	screen:

Call	module
Path	to	input
Path	to	data
Path	to	results



MAST-ML	high-level	output



MAST-ML	feature	generation	and	selection

Generation (MAGPIE,	Materials	Project,	Citrination)

Selection	and	learning	curves (Random	Forest	on	Diffusion	data)

100s	or	1000s	of	features…



MAST-ML	model	assessment

• A	blizzard	of	statistics:	
• Output	of	every	train/test	

split	and	prediction
• Averages	over	every	split	

and	error	bars	for	each	point
• Best/worst	on	per-split	and	

per-point	basis
• Per-group	and	per-cluster	

train/test	visualization
• Output	as:

• Spreadsheets
• Histograms
• Parity/scatter	plots
• HTML	summary	file

Pt	predictions:
R2 =	0.93	
RMSE	=	0.188	eV



MAST-ML	hyperparameter	optimization

• MAST-ML	currently	supports	hyperparameter	optimization	using	grid	search	
and	a	genetic	algorithm	(GA).	

• Example	heat	maps	of	running	grid	search	to	optimize	the	𝛼 and	𝛾 parameters	
in	a	KernelRidge model	on	the	diffusion	data	set	from	the	work	of	Wu,	et	al.
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